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Abstract It is the general premise of this paper that

multi-scale modeling with multi-physics balance and con-

stitutive representations of the thermal, electrochemical,

mechanical, and chemical phenomena that make a fuel cell

work is an essential foundation for design and manufac-

turing. It is further claimed that such modeling enables a

systems-to-science engineering approach that will accel-

erate technology greatly, reduce cost, improve durability,

and bring fuel cell systems to life in our society. It is the

objective of this paper to identify and provide a few

foundation stones of understanding for such an engineering

foundation for fuel cell technology, especially that part of

the foundation that relates to multi-scale modeling of

materials.

Multi-scale for fuel cells: the problem

We begin by attempting to identify the scope of multi-scale

modeling for fuel cells that is needed to relate systems

performance to the science of how the fuel cells are made

and operate. As a practical matter, we want to include only

those scales needed to make that connection. Figure 1 is a

schematic of a generic fuel cell system.

While the heart of the system is the fuel cell itself, there

is a significant balance-of-plant (BOP) configuration of

tanks, pumps, and electrical equipment to complete the

conversion of chemical energy into electrical power. As

one would imagine, the nature of the fuel cell and the BOP

is highly dependent on the application. For a cell phone, it

is possible to make a micro-miniature passive fuel cell

power source that is very small and has no moving parts!

For an automobile, size, weight, and transient power define

the design space. For factories and houses, efficiency,

reliability, and durability are the primary drivers. So the

first requirement is to set the specific specifications of a

specific system.

To support our discussion, we select a set of specifica-

tions, outlined in Table 1; those are actual specifications

for a small-scale naval device, written in general form.

As we see, not only the energy is specified (which limits

range), but also voltage, weight, size, and cycles of oper-

ation are specified. As it happens, even the shape of the fuel

cell system is restricted in this case. So the structural scale,

in this case, fixes certain constraints on the component

scale; since we are discussing fuel cells, we concentrate on

those constraints, but other BOP components could be

discussed as well. Two primary issues arise in the present

context; fuel cell efficiency (which determines size for

power and fuel requirements) is a function of operating

condition, and fuel storage (which has a major effect on

operability) is a function of specific power and specific

energy specifications.

Figure 2 provides a foundation for discussion of the

first of these issues. For fuel cells, in general, efficiency is

a function of operating voltage. Fuel cell performance is

usually discussed in terms of a voltage–current (or Vi)

curve, sometimes called a polarization curve. Figure 2

shows a schematic of a ‘‘typical’’ response for a fuel cell.

The zero current condition (open circuit condition or

OCV) is fixed by the Gibbs free energy of the chemical

reaction that wants to occur; if our fuels are hydrogen and

oxygen that would like to form water, the available

voltage associated with that reaction (in the ideal case) is

1.229 volts. If current is required of the fuel cell (in order
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to obtain power which is the product of voltage and

current), then the available voltage is reduced, as sketched

in Fig. 2, i.e., some power is lost to dissipative processes

(or ‘‘polarization losses’’). These losses are generally

associated with activation (associated with the physical

limits on the speed of charge transfer), reaction ‘‘over-

voltage’’ (a term used to discuss the effect of related

chemical reactions that change local operating conditions,

such as the effect of water production on local concen-

trations), concentration losses (associated with the con-

straints of diffusion rates in various parts of the fuel cell),

and resistance losses associated with Ohmic heat pro-

duction. These losses reduce the available power by the

area above the performance curve in Fig. 2 and the

‘‘ideal’’ case indicated by the dotted line.

Figure 3 shows some actual data, for a solid oxide fuel

cell (SOFC—we will define this cell below). In this case,

the activation losses and reaction overvoltage losses, which

occur at low current are small, and the Ohmic loss (defined

by the slope of the mid-range) is dominant. There is very

little concentration loss (dominant at high current) in this

case. The power maximum, however, is at fairly high

current, so one might be tempted to operate at that level

(with the idea that the fuel cell size (working area and

volume) can be minimized. But the Vi curves in Figs. 2

and 3 are only part of the story.

Figure 4 indicates system efficiency as a function of cell

operating voltage. As the operating voltage drops for

higher current, the system efficiency drops as well. This is

clearly an engineering optimization problem, even at this

point. And already we see that the problem cannot be

correctly set unless the specific limits of the variables are

defined by system requirements. But while we are still at

the component level, let us mention fuel requirements.
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Fig. 1 Schematic of a typical

fuel cell system

Table 1 Example power system requirements

Parameter Objective

Energy 100 kW h

Bus voltage 70–90 VDC

Maximum voltage 100 VDC

Cycles 15,000

System dimensions 18¢¢ Dia., 45¢¢ Length

Weight 480 Lbs
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Fig. 2 Example relationship of fuel cell operating current to

available voltage
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Fig. 3 Example voltage–current response of an SOFC
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Like many vehicles, size and weight of the power unit is

limited. In the case of our hypothetical naval device, we

require a specific (small) enclosure for the power unit, and

neutral buoyancy, i.e., a minimum of weight change during

operation. We have many options for the fuel for a fuel

cell, and many ways to carry that fuel around. (A complete

discussion is off of our topic here.) But let us say that

hydrogen and oxygen are the selected fuels, and that

storage can be in high-pressure tanks, in liquid form, or

chemical storage such as the storage of hydrogen in various

hydrates. Storage as a gas takes the most space, and

requires the use of some energy to compress the gas

(sometimes to very high pressures). Storage in hydrates (or

other materials) adds weight (sometimes a lot of weight) to

the system but saves space. This is another optimization

problem that is added to our design space. In some cases,

the answer is a hybrid, i.e., several storage methods may be

used together. In any case, the selection of fuel and fuel

storage is very near the top of the list in system design. It is

another reason why it is essential to go from systems to

science. Now from the system scale (~102 m) and the

component scale (~101 m) we pass to the materials aspects

of the problem at the fuel cell/constituent (~10–2 m),

flow/diffusion morphologies (~103 m), material structure/

interface (~10–6 m), and functional material (10–9 m) levels.

Multi-scale, multi-physics modeling of fuel cells

Figure 5 shows two contrasting types of fuel cells in

schematic form. Proton exchange membrane (PEM) cells

are typically polymer based with metallic catalysts in the

anode and cathode to assist in the creation of ions from

fuel gases. These are low-temperature fuel cells that

operate at temperatures of the order of 100 �C. Solid oxide

fuel cells (SOFCs) are typically made from ceramic and

high-temperature metallic parts and typically operate at

temperatures of from 650 �C to 1,000 �C. Much of the

Ohmic losses we spoke about earlier occur in the

electrolyte layers, and is a major part of the polarization

loss for SOFCs. We will discuss some of those details in a

later section (at a finer scale). To minimize those (and

other) losses, the electrolyte layer is generally made as thin

as possible, of the order of microns. But it must prevent

‘‘cross over’’ of the gases (or liquids in other cell types) to

keep the cell from ‘‘short circuiting’’ by direct conversion

of the gases to water (bypassing the electrical circuit).

Most of the current literature has concentrated on the

‘‘zoned’’ models shown in Fig. 5, and two or three-

dimensional versions of those models [1–3]. A recent

review of such models has been presented by Faghri et al.

[4]. In each zone, balance equations of mass, momentum,

energy, and charge are constructed and matched at the

interfaces. For this purpose, the zoned models typically

divide the fuel cells into the fuel gas (hydrogen source)/

fluid field, porous anode region, dense electrolyte, porous

cathode, and air/oxygen flow field. Navier–Stokes and

continuity equations are solved with various assumptions in
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Fig. 4 System efficiency as a function of operating voltage

Fig. 5 Schematic diagram of

the principle of operation of a

PEM fuel cell (left) and SOFC

fuel cell (right)

J Mater Sci (2006) 41:6751–6759 6753

123



the open flow regions. However, for a PEM cell, for

example, one must consider O2, H2O, and N2 as separate

species (when humidified air is used at the cathode) and the

electrochemical reactions will change those species indi-

vidually. Moreover, if any of the water vapor condenses, it

may be necessary to consider two-phase flow in those re-

gions. In the porous anode and cathode (electrode) regions,

typical representations include conservation of energy and

species, but since the porosity is of the order of the

dimensions of the molecules being transported, Stefan–

Maxwell multi-component gas diffusion is generally used.

So the field equations might involve three species con-

centrations, temperature, molar flux, charge, and vapori-

zation/condensation mass source as strongly coupled field

variables, and a rather long list of material properties such

as specific heat, conductivities, diffusion coefficients, and

physical dimensions (like the surface area of liquid water).

In the catalyst regions electrochemical rate equations

(e.g., Butler–Volmer forms) must be added to the mix

(adding current as a field variable), and reversible as well as

irreversible heat production must be included. In the elec-

trolyte region of the PEM cell, flux of water through that

region is the net effect of diffusion driven by the concen-

tration gradient, electro-osmotic drag, and convection due

to the pressure gradient across the membrane [5–7]. The

flux of protons is described by the Nernst–Plank equation,

which represents diffusion ions in the presence of concen-

tration gradients and variations in local electrical fields,

which interact with the charge of the ions. The material

constants involve, such as the conductivities and diffusion

coefficients may be functions of local hydration and tem-

perature. Water management is a central issue in PEM cells.

By contrast, SOFC cells operate at temperatures, which

preclude liquid water, and the conductivity through the

electrolyte consists of oxygen (2–) ions, so in that sense the

modeling is simplified. However, Ohmic resistance is a

major contributor to energy loss, and activation polariza-

tion (mostly at the cathode) is a significant loss as well.

This will allow us to make the transition to the next scales

of consideration, the flow morphologies, material structure,

and finally the nano-structure levels.

Multi-scale modeling of polarization in fuel cells

At the micron scale, the internal parts of a PEM cell might

look something like Fig. 6. Carbon fiber paper might be

used to diffuse the input gases, and to establish contact

with the catalyst layers to provide conduction paths for the

electrons that have to travel through the external circuit.

Carbon (or other) particles with surface deposits of plati-

num (a preferred catalyst) may be bonded to the membrane

with an ion-conducting polymer. The electrochemistry that

drives the circuit requires that electrons be conducted to the

location of oxygen reduction, that the oxygen gas be able to

get there, and that the O2– ions be combined with proton

ions being conducted through the membrane. On the anode

side, electrons must be conducted away from the oxidation

site of hydrogen, the hydrogen gas must be able to get to

that site, and the proton ions must have a conduction path

to the membrane. (More details will be added shortly.)

Hence, there is a ‘‘triple point’’ locus where ionic and

electronic conduction and gas transport must coincide to

enable the electrochemistry of the problem. This is inher-

ently a geometric problem. Conduction and transport

(diffusion in a porous medium) are strongly affected by

geometry, and the geometry is not simply represented in a

two-dimensional idealization, as Fig. 6 would suggest.

Figure 7 shows a scanning electron microcrograph of a

PEM membrane-catalyst layer assembly represented by

Fig. 6. The micrograph is, of course, in the plane out of the

page in Fig. 6, and shows the distribution of the platinum

catalyst layers and the carbon particle carriers for this fuel

cell. It is clearly seen that the distribution is quite non-

uniform. Indeed, we (and others) have found that the dis-

tribution is also not constant in time. Catalyst particles

often migrate with time due to their unintended involve-

ment in transport processes during fuel cell operation.

Fig. 6 Schematic diagram of a

PEM cell microstructure
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So the local geometry we just discussed is strongly three-

dimensional, and not in steady state.

To bring these points together, we shift our attention to

SOFC cathodes and anodes. SOFCs are typically solid state

devices, that consist of ceramic electrolytes, and porous

cathodes and anodes that are complex alloys that are mixed

conductors. An example of such an anode is shown in

Fig. 8.

Here we see that particle sizes are sub-micron, and that

the ‘‘triple point boundaries’’ are at the nano-level of scale.

But the properties and morphology at these scales are at the

heart of the fuel cell, they control how much of the Gibbs

free energy made available by the chemical reaction is

available for use, i.e., how ‘‘good or bad’’ the fuel cell is.

Hence, the crux of this problem is that the science of fuel

cells at the nano-level is critical to it’s performance (and

durability) at the system level, and any truly robust design

and manufacturing multi-scale analysis must consider

those nano-details as part of the optimization scheme. We

will select only a few examples of this point in this short

discussion. Then we will close by pointing to some special

needs and opportunities associated with this argument.

Effect of micro/nano-morphology and conductivity

In an earlier paper [8], we examined the effect of porosity

and conductivity on fuel cell performance. The formulation

described species diffusion in the porous electrodes with

Stefan–Maxwell equations, incorporating Knudsen diffu-

sion coefficients in the porous electrodes. Knudsen diffu-

sion coefficients can be expressed in terms of the mean

pore radius and the mean free path of the gas molecules

if a specific geometry of the pores is assumed [9, 10].

Chapman–Enskog theory was used to calculate the binary

diffusion coefficients [11]. The conductive resistance for

the mixed conductor of the fuel cell used to validate the

analysis was a mixed (composite) conductor, so the Tan-

ner/Virkar effective charge transfer resistance was used for

that region [12]. A Butler–Volmer equation was used to

describe the activation polarization, i.e., the energy jump

before the rate-determining reaction can take place. The

prediction of voltage–current response of the fuel cell

(much like Fig. 3) was verified.

Then porosity in the cathode was varied in the model as

one parameter study, and ionic conductivity in the elec-

trolyte and cathode was varied for a second study. Figure 9

shows example results of that work. It should be noted, for

example, that porosity in the cathode effects the charge

transfer resistance of the cell in at least two ways. Gas

transport is directly affected by the size and shape of the

porosity, as we would expect. But more porosity also

means less material available for charge transport, so there

is a balance there as a function of all of the geometry,

material, interface, and gas properties.

Regarding conductivity, although bulk conductivity

shows little dependence on grain size (for the same vol-

ume), grain boundary conductivity is greatly affected, and

that mode of conductivity is often of great importance for

SOFCs.

The electrical properties of the electrolyte, for example,

can be obtained by using an AC impedance measurement

with an applied frequency analyzer. Guo et al. [12] studied

the grain size-dependent electrical properties for YSZ

electrolytes in this way. Xu et al. [13] investigated 8ScSZ

and reported that although bulk conductivity is highly

temperature dependent, the grain size dependency of it is

not readily noticeable, however, the grain boundary con-

ductivity shows strong dependence on the grain size, as

suggested by Fig. 10. Figure 10 is a typical impedance

measurement conducted at relatively low temperature to

resolve the ionic conductivity contribution from both

grains and grain boundaries. Taken together with an SEM

micrograph, the size dependence of grain boundary con-

ductivity can be determined.

In an effort to study the charge transfer problem with

field equations to investigate this effect (instead of using

one lumped bulk parameter as typically done in the liter-

ature), the representative real (observed) material micro-

structure was recorded for one of our samples and correct

material properties were applied to analyze the local

Fig. 7 Transmission electron photograph of a membrane-catalyst

layer assembly

Fig. 8 SEM of an SOFC anode nano-structure
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physics that is associated with the global properties under

the assumption of charge transfer and balance.

Figure 11 shows the actual geometry observed and the

finite element rendering of it used for the computations

below. Based on the data of Xu [13] for 8ScSZ, the grain

boundary conductivity and bulk conductivity are studied as

a function of grain size and shape. The ionic (or electric)

field in a conductive media is governed by the Maxwell’s

equation of conservation of charges:

Z

S

J
*

� n*dS ¼
Z

V

rcdV

where V is the control volume with surface S, n* is the

outward normal to S, J
*

is electrical current density, rc is

the internal current source (null in our case). So, applying

the charge transfer described by Ohm’s law,

J
*

¼ r*
E � E

*

¼ �~rE � @u
@x*

Fig. 9 Study of effect of grain

size, porosity, and conductivity

on effective charge transfer in

an SOFC fuel cell [8]

Fig. 10 Complex impedance spectra of as-sintered ScSZ at 400 �C

Fig. 11 Selected representative

local geometry (a) SEM

micrograph (b) Finite element

mesh including grains and grain

boundaries
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where,

E
*

ðx*Þ is defined as the negative of the gradient of the

electrical potential E
*

ðx*Þ ¼ � @u

@ x*

/ is the ionic potential

r*
E

is the ionic conductivity matrix.

Hence, using the divergence theorem, we can obtain the

Laplace’s formulation for both grain and grain boundary

ionic fields, written in variational form, to illustrate the

governing equation in weak form without an internal cur-

rent source:

Z

V

� @u
@x*
�~rG � @u

@x*
¼ 0

Z

V

� @u
@x*
�~rGB � @u

@x*
¼ 0

where ~rG stands for grain (bulk) conductivity, and ~rGB is

grain boundary conductivity.

For our selected representative geometry’s FEM mesh

the externally applied boundary conditions are as follows:

BC1 : u ¼ U1

BC2 : u ¼ U2

BC3; BC4 : u � n* ¼ 0

Here, BC1 and BC2 are left and right boundaries; BC3

and BC4 are top and bottom boundaries (Fig. 12).

The internal boundaries between grains and grain

boundaries require the following continuity equations:

�~rG � @u
@x*
¼ �~rGB � @u

@x*

uG ¼ uGB

The total current across the potential filed at the BC1 (or

Surface1) and BC2 (or Surface2) obtained from the rep-

resentative geometry is written as:

ILocal ¼
Z

Surface1; or; Surface2

J
*

� n*

Therefore, based on the charge balance, the local current

is related to the global current by:

IGlobal ¼
Z

S

ILocal � n*dS

Results and discussions

For ~rGB=~rG ¼ 3, the current density distribution for Sur-

face1 and Surface2 is shown in the Fig. 13. After we

integrate over the cross-section for Surface1 and Surface2,

the conservation of charge is confirmed with local current

ISurface1 ¼ ISurface2 ¼ 3:842E � 7ðAÞ:
If we increase ~rGB by 20%, while keeping ~rG constant

at the same applied external BCs, the current density dis-

tributions are shown in Fig. 14. The integrated local total

current is

ISurface1 ¼ ISurface2 ¼ 4:0734E � 7ðAÞ;

which is increased by 6% compared to the first calculation.

Surface1, 
BC1 

∆U

Surface2, 
BC2 

Fig. 12 Schematic of the selected local dense geometry and the

applied external boundaries

Fig. 13 Current density distribution for the Surface1 and Surface2 at

~rGB=~rG ¼ 3
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To study the influence on grain shape, the boundary

conditions were reversed, i.e., the same potential difference

was applied from left to right, and then from top to bottom

for the same microstructure. The results are shown below.

The four cases studied are:

Case (1): BC2 = 0.93, BC1 = 0.9

Case (2): BC2 = 0.9, BC1 = 0.93

Case (3): BC3 = 0.9, BC4 = 0.93

Case (4): BC3 = 0.93, BC4 = 0.9.

For the Case (1) and Case (2), the total current passing

through it is same (Figs. 15, 16):

I ¼ 4:0734E � 07

For the Case (3) and Case (4), the total current passing

through it is same (Figs. 17, 18):

I ¼ 4:5919E � 07

From the results above, we can conclude:

1. If we reverse the boundary conditions in one direction,

the total current is unchanged.

2. By comparison of Case (1)/Case (2) to Case (3)/Case

(4), we can see a difference of 12.7% in total current,

which illustrates that the shape of the grains and grain

boundaries influence the conductivity. The computa-

tional method can determine that dependence precisely

for a given microstructure, and can also form the basis

for designing a microstructure for optimum results

given a specific local morphology, in a cathode or

anode for example.

Fig. 14 Current density distribution for the Surface1 and Surface2

with ~rGB increased 20%

Fig. 15 Case (1)

Fig. 16 Case (2)

Fig. 17 Case (3)
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Designing nano-structures to optimize performance

From the results that have been presented and reviewed

above, it is clear that fuel cells are functional material

systems that can be designed from systems to nano-struc-

ture using multi-scale, multi-physics modeling. We con-

clude by posing a grand challenge in this context.

The grand challenge is the concept of solving an inverse

coupled multi-physics problem to specify the nano-struc-

ture of porous electrodes in fuel cells to satisfy specific

system requirements for performance, i.e., to use the sci-

ence of multi-physics, multi-scale modeling to design the

optimized nano-structure of fuel cells based on system

functional requirements (rather than material and other

engineering specifications). To illustrate this idea, we

consider the problem of polarization, the losses that reduce

available power as output current increases (Fig. 2), as

discussed above. As we discussed in Figs. 7 and 8, the

nano-structure of the cathode and anode regions greatly

affects the activation and diffusion-related polarization

losses in a given fuel cell. Moreover, depending on the

operating requirements of the fuel cell (balance of specific

power, specific energy, operating voltage, burst power

versus steady loads, and other variables), the optimum lo-

cal nano-structure may be quite different.

Is it possible to set a multi-physics, multi-scale prob-

lem to design nano-structure for system requirements?

Notwithstanding the computational power needed, it is

possible in principle. There is physics and mechanics

(science) missing for some parts of that problem. We do

not have complete field equations, for example, to de-

scribe the function of the cathode in an SOFC. The

physics steps in this process include, at least: gaseous

diffusion of oxygen to the reaction sites through the

porous electrodes; disassociation and adsorption of the

oxygen onto the surface of the cathode material; transfer

of charge to the adsorbed oxygen to create O– ions; sur-

face diffusion to the triple point boundary of those ions;

reduction of oxygen (O–
ad + e– fi O2–

ad); combining of

the oxygen ion with a vacancy in the lattice of the elec-

trolyte (YSZ in this case), so that it can be conducted to

the anode [15, 16]. Each of these steps clearly involves

local geometry, and if we had all of the balance equations

for mass, momentum, energy, and charge, the constitutive

equations, and the rate equations for the kinetics involved

in place as a coupled problem, we could indeed solve this

reverse engineering problem. Moreover, we could save a

large fraction of the cost of the design, manufacturing,

and deployment problem, and bring systems to society

much more quickly.

So it is reasonable to ask, ‘‘what should the nano-

structure in Fig. 8 look like?’’ For now, we can only say

that parts of the foundation of multi-scale analysis is in

place to answer that question. It is a grand challenge to

provide the rest of the answer.
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